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*Research Question*

In 1981, a study completed by Willerman et. al, collected a sample of 40 right-handed introductory psychology students in attendance at Southwestern University. The researchers sought to determine if an individual’s brain size was an indicator of intelligence. The “subjects were drawn from a larger pool of introductory psychology students with total Scholastic Aptitude Test scores of ≥ 1350 or ≤940” (Willerman 224). The subjects were then split into two equal groups, individuals that had full-scale IQs of less than 108 and those who had full-scale IQs over 130. The researchers took into account gender and body size to draw conclusions about the connection between brain size and intelligence. This analysis will attempt to predict brain size as result of certain independent variables.

*Data Collection and Methodology*

The volunteers underwent MRI tests at a local testing facility to determine the actual size of the subject’s brain. According to Willerman et. al. the MRI was preformed “using the lowest margin of the cerebellum in a midsagittal view to align the first axial (horizontal) MR slice, 18 mixed-weighted images (spin-echo pulse sequence with a TR of 2000 msec and a TE of 30 msec) were obtained from a Signa MRI unit with a field strength of 1.5 Tesla” (Willerman 224). The count of the pixels from each of the 18 MRI scans were compiled to create the total MRICount which was used as a measure of brain size and is our dependent variable.

From the data collected by Willerman et. al., most of the independent variables were quantitatively measured. The only qualitative variable was gender, which was qualitatively measured as male or female. While we do not know how the original researchers coded this data, for the sake of this research project we chose dummy variables and subsequently coded female as the base. From the data set of 40 entries, there were two incomplete entries, entry #2 and entry #21, which Willerman retained for confidentiality purposes. While irrelevant to our study, it is interesting to note that both of these entries, which withheld the weight (#2) and the weight and height (#21) were both from male subjects. In an era where there is constant pressure from society to look a certain way, we would have suspected the withheld datasets to be from female volunteers. For purposes of reference, the original dataset can be found in appendix A of this paper.

The dependent variable identified was:

* MRICount (Pixel count)

The independent variables identified were:

* *Gender*: Male or Female
* *FSIQ*: Full Scale IQ scores based on the four Wechsler (1981) subtests
* *VIQ*: Verbal IQ scores based on the four Wechsler (1981) subtests
* *PIQ*: Performance IQ scores based on the four Wechsler (1981) subtests
* *Weight*: body weight in pounds
* *Height*: height in inches

*Limitations of the Dataset*

When working with a small sample size it is important to acknowledge the limitations and issues that can arise from such a small dataset. Willerman et. al. failed to outline why they chose to use a small sample but we attribute this to the size of the subject pool. Furthermore, while we would ideally prefer a larger sample size we accept that the limitations of their research did not permit such. However, it is important to acknowledge that the possibility of a type II error increases when the sample size is small.

*Scatter Plots*

After examining the scatter plots for each of the independent variables it looks as though none of the data needs to be transformed. Furthermore, at this point in the analysis, we did not identify any suspicious data points that seem out of place. See Appendix for the plots.

*Building the Model*

Following our examination of the scatter plots, we examined the data for any correlations among the independent variables. We observed strong linear correlations between FSIQ and VIQ, between FSIQ and PIQ, and between PIQ and VIQ. While these correlations, .945, .934, and .776 respectively, might seem high we were not surprise by these results. Given that FSIQ, PIQ, and VIQ are all measures of intelligence, we would anticipate that an individual who scored high on the FSIQ would also score high on the PIQ and VIQ tests.

Additional correlations were observed between x1 (males) and weight as well as between weight and height. Again, we expected these correlations to exist given that males tend to weight more than females and also tend to be taller.

*Full Model*

After examining the correlations, we preformed linear regression on the data in attempts to build a useful model for the prediction of brain size (Appendix C). Running the regression procedure resulted in the creation of our first model with an adjusted R-square of .5847:

However, WEIGHT had a p(value) = .8589 which indicated that it should ultimately be removed from the model. The initial model had a p(value) = .0941 for x1 and a p(value) = .0601 for VIQ thus indicating that x1 and VIQ should be removed from the model. Therefore, our resulting model would be:

The initial model supported that brain size can be calculated by FSIQ, PIQ, and by the height of an individual. However, as previous stated, FSIQ and PIQ have a high correlation and we concluded that additional variable screening methods would be required. As a result, we preformed backward, forward, stepwise, and best fit regression on the full model in attempts to obtain a more accurate model for prediction purposes. These processes resulted in slightly different models however, the model chosen was produced by both forward regression and stepwise. That model was: (Appendix D)

After preforming regression on the modified model, the data returned an adjusted R-square of .5701. Subsequently, roughly, 57.01% of all variation in the data can be described by this model. The modified model has contains 2 less independent variables than the full model. Furthermore, this model managed to address the correlation among the testing scores as we would have ultimately have had to consider removing one of the score variables.

*Interaction and Higher Order Terms*

After the initial model building process, interaction terms were addressed. Ultimately, interaction terms were not identified for either the full model or the model produced through stepwise regression. Additionally, adding interaction terms lowered the adjusted R-square of the model and were deemed unnecessary as none of the terms were statistically significant. Furthermore, we did not observe the need for a higher order model using both the full model and the modified model. The full model contained only 1 parameter, weight that indicated we might want to use a high order term. However, this parameter was shown to be statistically insignificant in the linear model and we did not perform further analysis.

*Further Examination of the Model*

In the plots of the residuals, we identified signs of heteroscedasticity in the plots of PIQ versus residuals and predicted y-values versus the residuals. We attempted to modify the PIQ plot using a 1/PIQ inverse transformation and a ln(PIQ) log transformation. However, neither transformation altered the plot in any substantial manner. A similar issue occurred when we plotted the predicted y-values against the residuals. We observed a linear trend among the residuals and were unsure how to combat that issue. However, we also observed less than 5% of the residuals outside of 2s and none outside of 3s which is ideal.

*Outliers and Autocorrelation*

No apparent outliers were observed in the original dataset. However, during the examination of the residuals for our data, there were 3 influential data points identified: #6, #11, and number #13. Each of these points had higher studenstized residual values, however, none of these values exceeded |3|. Observation #13 provided a value of .22 which was over the .21 that we should have observed. However, given that the hat-value and the DFFITS value were within the range that we would expect to see, we concluded that we would not remove observation #13 from the dataset. Additionally, observations #6 and #11 were not removed from the dataset because their influential point statistics fell well within the values that we would expect to observe.

For the chosen model:

We calculated a Durbin Watson Test Statistic of 1.879 (Appendix H). At k=3 and n=38 this value fell outside of the range that would indicate a correlation [1.32 to 1.66] Therefore, we concluded that there was insufficient evidence of autocorrelation among the residuals for our data.

*Conclusion*

While the reduced model gives an adjusted R-square value of just over 57% we saw signs of extreme heteroscedasticity within our data. We believe that this was due to high correlations among FSIQ, PIQ, and VIQ and additionally among height and weight. Furthermore, we believe that the manner in which the data was collected and the small sample size influenced the heteroscedacity to occur within our model. One interesting observation from our research was that people who score better on the PIQ test tend to have larger brains. We make this assumption because if everything else is held constant, for every 1 point increase in PIQ score, brain size increases by 1267.68 units. Given the findings of Willerman, we did not expect to see this occur. However, one must be diligent not to make the connection that a higher PIQ score indicates higher intelligence. Finally, while our final model proved to have some issues, we felt that this project provided multiple opportunities to utilize all of the regression analysis techniques as we learned in the course, such as:

* removing incomplete data
* removing and detecting outliers and influential points
* recognizing and classifying linear relationships from exploratory scatterplots
* interpreting criterion values to rate the potential of our iterative models
* automated covariate selection methods
* statistical transformations to improve independent-dependent relationships.

Additionally we have learned that few datasets are perfect. After a semester of textbook perfected datasets it was a welcomed learning opportunity to manipulate an imperfect dataset as we would in the real-world.

Appendix A

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **In Vivo Brain Size and Intelligence** | | | | | | | |
|  | Gender | FSIQ | VIQ | PIQ | Weight | Height | MRI\_Count |
| 1 | Female | 133 | 132 | 124 | 118 | 64.5 | 816932 |
| 2 | Male | 140 | 150 | 124 | ¥ | 72.5 | 1001121 |
| 3 | Male | 139 | 123 | 150 | 143 | 73.3 | 1038437 |
| 4 | Male | 133 | 129 | 128 | 172 | 68.8 | 965353 |
| 5 | Female | 137 | 132 | 134 | 147 | 65 | 951545 |
| 6 | Female | 99 | 90 | 110 | 146 | 69 | 928799 |
| 7 | Female | 138 | 136 | 131 | 138 | 64.5 | 991305 |
| 8 | Female | 92 | 90 | 98 | 175 | 66 | 854258 |
| 9 | Male | 89 | 93 | 84 | 134 | 66.3 | 904858 |
| 10 | Male | 133 | 114 | 147 | 172 | 68.8 | 955466 |
| 11 | Female | 132 | 129 | 124 | 118 | 64.5 | 833868 |
| 12 | Male | 141 | 150 | 128 | 151 | 70 | 1079549 |
| 13 | Male | 135 | 129 | 124 | 155 | 69 | 924059 |
| 14 | Female | 140 | 120 | 147 | 155 | 70.5 | 856472 |
| 15 | Female | 96 | 100 | 90 | 146 | 66 | 878897 |
| 16 | Female | 83 | 71 | 96 | 135 | 68 | 865363 |
| 17 | Female | 132 | 132 | 120 | 127 | 68.5 | 852244 |
| 18 | Male | 100 | 96 | 102 | 178 | 73.5 | 945088 |
| 19 | Female | 101 | 112 | 84 | 136 | 66.3 | 808020 |
| 20 | Male | 80 | 77 | 86 | 180 | 70 | 889083 |
| 21 | Male | 83 | 83 | 86 | ¥ | ¥ | 892420 |
| 22 | Male | 97 | 107 | 84 | 186 | 76.5 | 905940 |
| 23 | Female | 135 | 129 | 134 | 122 | 62 | 790619 |
| 24 | Male | 139 | 145 | 128 | 132 | 68 | 955003 |
| 25 | Female | 91 | 86 | 102 | 114 | 63 | 831772 |
| 26 | Male | 141 | 145 | 131 | 171 | 72 | 935494 |
| 27 | Female | 85 | 90 | 84 | 140 | 68 | 798612 |
| 28 | Male | 103 | 96 | 110 | 187 | 77 | 1062462 |
| 29 | Female | 77 | 83 | 72 | 106 | 63 | 793549 |
| 30 | Female | 130 | 126 | 124 | 159 | 66.5 | 866662 |
| 31 | Female | 133 | 126 | 132 | 127 | 62.5 | 857782 |
| 32 | Male | 144 | 145 | 137 | 191 | 67 | 949589 |
| 33 | Male | 103 | 96 | 110 | 192 | 75.5 | 997925 |
| 34 | Male | 90 | 96 | 86 | 181 | 69 | 879987 |
| 35 | Female | 83 | 90 | 81 | 143 | 66.5 | 834344 |
| 36 | Female | 133 | 129 | 128 | 153 | 66.5 | 948066 |
| 37 | Male | 140 | 150 | 124 | 144 | 70.5 | 949395 |
| 38 | Female | 88 | 86 | 94 | 139 | 64.5 | 893983 |
| 39 | Male | 81 | 90 | 74 | 148 | 74 | 930016 |
| 40 | Male | 89 | 91 | 89 | 179 | 75.5 | 935863 |

Appendix B

SAS Proc Corr Output

X1 is the dummy variable for gender with Female as the base. All other independent variables remain unchanged.

|  |
| --- |
| Correlations among independent variables |

The CORR Procedure

|  |  |
| --- | --- |
| **6 Variables:** | x1 FSIQ VIQ PIQ Weight Height |

| **Pearson Correlation Coefficients  Prob > |r| under H0: Rho=0  Number of Observations** | | | | | | |
| --- | --- | --- | --- | --- | --- | --- |
|  | **x1** | **FSIQ** | **VIQ** | **PIQ** | **Weight** | **Height** |
| |  | | --- | | **x1** | |  | | |  | | --- | | 1.00000 | |  | | 40 | | |  | | --- | | 0.07413 | | 0.6583 | | 38 | | |  | | --- | | 0.12487 | | 0.4551 | | 38 | | |  | | --- | | 0.04217 | | 0.8015 | | 38 | | |  | | --- | | 0.63028 | | <.0001 | | 38 | | |  | | --- | | 0.71043 | | <.0001 | | 38 | |
| |  | | --- | | **FSIQ** | | FSIQ | | |  | | --- | | 0.07413 | | 0.6583 | | 38 | | |  | | --- | | 1.00000 | |  | | 38 | | |  | | --- | | 0.94511 | | <.0001 | | 38 | | |  | | --- | | 0.93443 | | <.0001 | | 38 | | |  | | --- | | -0.05148 | | 0.7589 | | 38 | | |  | | --- | | -0.11845 | | 0.4788 | | 38 | |
| |  | | --- | | **VIQ** | | VIQ | | |  | | --- | | 0.12487 | | 0.4551 | | 38 | | |  | | --- | | 0.94511 | | <.0001 | | 38 | | |  | | --- | | 1.00000 | |  | | 38 | | |  | | --- | | 0.77602 | | <.0001 | | 38 | | |  | | --- | | -0.07609 | | 0.6498 | | 38 | | |  | | --- | | -0.11898 | | 0.4768 | | 38 | |
| |  | | --- | | **PIQ** | | PIQ | | |  | | --- | | 0.04217 | | 0.8015 | | 38 | | |  | | --- | | 0.93443 | | <.0001 | | 38 | | |  | | --- | | 0.77602 | | <.0001 | | 38 | | |  | | --- | | 1.00000 | |  | | 38 | | |  | | --- | | 0.00251 | | 0.9881 | | 38 | | |  | | --- | | -0.09316 | | 0.5780 | | 38 | |
| |  | | --- | | **Weight** | | Weight | | |  | | --- | | 0.63028 | | <.0001 | | 38 | | |  | | --- | | -0.05148 | | 0.7589 | | 38 | | |  | | --- | | -0.07609 | | 0.6498 | | 38 | | |  | | --- | | 0.00251 | | 0.9881 | | 38 | | |  | | --- | | 1.00000 | |  | | 38 | | |  | | --- | | 0.69961 | | <.0001 | | 38 | |
| |  | | --- | | **Height** | | Height | | |  | | --- | | 0.71043 | | <.0001 | | 38 | | |  | | --- | | -0.11845 | | 0.4788 | | 38 | | |  | | --- | | -0.11898 | | 0.4768 | | 38 | | |  | | --- | | -0.09316 | | 0.5780 | | 38 | | |  | | --- | | 0.69961 | | <.0001 | | 38 | | |  | | --- | | 1.00000 | |  | | 38 | |

Appendix C

Regression Procedure on the full model

|  |
| --- |
| regression |

The REG Procedure

Model: MODEL1

Dependent Variable: MRI\_Count MRI\_Count

|  |  |
| --- | --- |
| **Number of Observations Read** | 38 |
| **Number of Observations Used** | 38 |

| **Analysis of Variance** | | | | | |
| --- | --- | --- | --- | --- | --- |
| **Source** | **DF** | **Sum of Squares** | **Mean Square** | **F Value** | **Pr > F** |
| **Model** | 6 | 1.27034E11 | 21172325159 | 9.68 | <.0001 |
| **Error** | 31 | 67778704145 | 2186409811 |  |  |
| **Corrected Total** | 37 | 1.948127E11 |  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| **Root MSE** | 46759 | **R-Square** | 0.6521 |
| **Dependent Mean** | 906754 | **Adj R-Sq** | 0.5847 |
| **Coeff Var** | 5.15675 |  |  |

| **Parameter Estimates** | | | | | | |
| --- | --- | --- | --- | --- | --- | --- |
| **Variable** | **Label** | **DF** | **Parameter Estimate** | **Standard Error** | **t Value** | **Pr > |t|** |
| **Intercept** | Intercept | **1** | 206819 | 235162 | 0.88 | 0.3859 |
| **X1** |  | **1** | -42369 | 24530 | -1.73 | 0.0941 |
| **FSIQ** | FSIQ | **1** | -9389.37781 | 4651.63816 | -2.02 | 0.0523 |
| **VIQ** | VIQ | **1** | 5388.76483 | 2761.42593 | 1.95 | 0.0601 |
| **PIQ** | PIQ | **1** | 6287.50697 | 2526.27025 | 2.49 | 0.0184 |
| **Weight** | Weight | **1** | 87.01549 | 485.55310 | 0.18 | 0.8589 |
| **Height** | Height | **1** | 6883.31729 | 3207.97950 | 2.15 | 0.0398 |

Appendix D

Regression Procedure on the modified model

The REG Procedure

Model: MODEL1

Dependent Variable: MRI\_Count MRI\_Count

|  |  |
| --- | --- |
| **Number of Observations Read** | 38 |
| **Number of Observations Used** | 38 |

| **Analysis of Variance** | | | | | |
| --- | --- | --- | --- | --- | --- |
| **Source** | **DF** | **Sum of Squares** | **Mean Square** | **F Value** | **Pr > F** |
| **Model** | 3 | 1.178518E11 | 39283942536 | 17.35 | <.0001 |
| **Error** | 34 | 76960827495 | 2263553750 |  |  |
| **Corrected Total** | 37 | 1.948127E11 |  |  |  |

|  |  |  |  |
| --- | --- | --- | --- |
| **Root MSE** | 47577 | **R-Square** | 0.6049 |
| **Dependent Mean** | 906754 | **Adj R-Sq** | 0.5701 |
| **Coeff Var** | 5.24694 |  |  |

| **Parameter Estimates** | | | | | | |
| --- | --- | --- | --- | --- | --- | --- |
| **Variable** | **Label** | **DF** | **Parameter Estimate** | **Standard Error** | **t Value** | **Pr > |t|** |
| **Intercept** | Intercept | **1** | 353208 | 212545 | 1.66 | 0.1057 |
| **X1** |  | **1** | -54561 | 22231 | -2.45 | 0.0194 |
| **PIQ** | PIQ | **1** | 1267.67730 | 351.86416 | 3.60 | 0.0010 |
| **Height** | Height | **1** | 6447.09502 | 2826.44936 | 2.28 | 0.0289 |

|  |
| --- |
| Regression with DW |

The REG Procedure

Model: MODEL1

Dependent Variable: MRI\_Count MRI\_Count

|  |  |
| --- | --- |
| **Durbin-Watson D** | 1.876 |
| **Number of Observations** | 38 |
| **1st Order Autocorrelation** | 0.040 |